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Abstract 

This paper describes a real-time video mosaicing 
method for digitizing paper documents with mobile and 
low-resolution video cameras. Our proposed method is 
based on the structure-from-motion technique with 
real-time processing. Therefore, it can dewarp an im-
age suffering from perspective deformation caused by 
a slanted and curved document surface. The curved 
surfaces are reconstructed as an expanded flat image 
by 3D polynomial surface regression and projection 
onto a flat mosaic plane. The order of the polynomial 
is automatically determined according to the geometric 
AIC. Moreover, the real-time scanning and reconstruc-
tion process offers interactive user instruction on the 
style of user’s camera handling, such as appropriate-
ness of camera posture and scanning speed. Manual 
camera scanning for video mosaicing captures a point 
on the target multiple times and that allows other me-
rits. They include super-resolution and shading correc-
tion. The experiments demonstrated the feasibility of 
our approach. 

1. Introduction 

Digital camera devices are getting increasingly 
commoditizing. But in contrast to their facility, their 
quality and assurance of document digitization are not 
sufficient for document analysis and recognition. The 
literature in the DAR field describes several technical 
challenges for their practical realization such as the 
followings [1-3]: 
(1) dissolution for deficiency in resolving power, 
(2) dewarping of curved surface suffering perspective 

deformation, 
(3) elimination of illumination irregularity, 
(4) target localization and segmentation. 

A full A4 page image at 400 dpi requires more than 
14.7M pixels, whereas a flatbed scanner enables a few 
thousands dpi. For the resolution deficiency problem 
(1), video mosaicing is one of the most promising solu-
tions. In video mosaicing, partial images of a document 
are captured as a video sequence, and multiple frames 
are stitched seamlessly into one large, high-resolution 
image. Conventional video mosaicing methods usually 
achieve pair-wise registration between two successive 
images, and construct a mosaic image projecting all the 
images onto a reference frame, in general, the first 
frame. Szeliski [4] has developed a homography-based 
method, which adopts 8-DOF planar projective trans-
formation. After his work, various extensions have 
been proposed [7-10]. One of the major developments 
is the use of image features instead of all of the pixels 
for reducing computational cost [5-6]. All of these me-
thods, however, align the input images to the reference 
frame, and thus will suffer perspective slanted effect if 
the reference frame is not accurately parallel to the 
target surface, even though a target page is rigidly pla-
nar, as shown in Figure 1(a). 

There actually exists a severe image distortion (2) 
when capturing a curved target, as shown in Figure 
1(b). The homography-based methods are applicable 
just when a target is a piecewise planar, or the optical 

(a) Mosaic image generated 
by conventional methods 

(b) Curved page captured 
with a digital camera 

Figure 1. Problems in digitized document image. 
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center of the camera is approximately fixed (panoramic 
mosaicing). Thus, if the target is curved, the above 
assumption no longer holds, and misalignment of im-
ages will degrade the resultant image. Although there 
are some video mosaicing methods that can deal with a 
curved surface, they require an active camera and a slit 
light projection device [10]. 

On the other hand, the usability of the system is also 
an important factor. Unfortunately, conventional video 
mosaicing methods have not focused on the usability 
of the system because interactive video mosaicing sys-
tems have not been developed yet. 

 In order to solve these problems, we employ a 
structure-from-motion technique with real-time 
processing. Our method is constructed of two stages as 
shown in Figure 2. In the first stage, a user captures a 
target document using a web-cam attached to a mobile 
computer (Figure 3). In this stage, camera parameters 
are automatically estimated in real-time and the user is 
supported interactively through a preview window for 
displaying a mosaic image on the mobile computer. 
After that, camera parameters are refined, and a high-
resolution and distortion-free mosaic image is generat-
ed in a few minutes. The main contributions of our 
work can be summarized as follows: (a) perspective 
deformation correction from a mosaic image for a flat 

target, (b) dewarped mosaic image generation for a 
curved document, and (c) interactive user support on a 
mobile system. Camera scanning allows surplus tex-
tural information on the target, or a point on the docu-
ment is captured multiple times in the image sequence. 
Other benefits to be reaped from our system include (d) 
super-high-definite image construction by super-
resolution [11] for enhancing the solution for the low-
resolution problem (1), and (e) shading correction by 
intrinsic image generation [12] for irregular illumina-
tion (3). In the objective of document capturing, the 
location of the target, at which a user principally points 
a camera, is straightforward here for the target location 
problem (4). 

The assumptions made in the proposed method are 
that intrinsic camera parameters, including lens distor-
tion, are fixed and calibrated in advance. For curved 
documents, the curvature must lie along a one-
dimensional direction, or be cylindrical, and varies 
smoothly on a page. 

2. Video Mosaicing for Flat and Curved 
Document 

This section describes a method for generating a 
high-resolution and distortion-free mosaic image from 
a video sequence. The flow of the proposed method is 
given in Figure 2. Although our system has two modes, 
one for a flat target (flat mode) and the other for a 
curved target (curved mode), the basic flow for these 
two modes is almost the same. In the real-time stage, 
the system carries out 3D reconstruction processes 
frame by frame by tracking image features (a). The 
preview of a temporal mosaic image is rendered in 
real-time and updated in every frame to show what part 
of the document has already been captured (b). After 
the real-time stage, the off-line stage is automatically 
started. In this stage, first, re-appearing image features 
are detected in the stored video sequence (c), and cam-
era parameters and 3D positions of features estimated 
in the real-time stage are refined (d). If the system 
works in the curved mode, surface parameters are also 
estimated by fitting a 3D surface to an estimated 3D 
point cloud (e). After several iterations, a distortion-
free mosaic image of high-resolution is finally generat-
ed (f) applying the super-resolution method. In the 
following sections, first, extrinsic camera parameters 
and an error function used in the proposed method are 
defined. Stages (1) and (2) are then described in detail. 

Figure 3. Mobile PC with web-cam. 

Figure 2. Flow of proposed method. 
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2.1. Definition of Extrinsic Camera Parameter 
and Error Function 

In this section, the coordinate system and the error 
function used for 3D reconstruction are defined. We 
define the coordinate system such that an arbitrary 
point 
 �pppp zyx ,,�S  in the world coordinate system 
is projected to the coordinate 
 �fpfpfp vu ,�x  in the f-th 
image plane. Defining 6-DOF extrinsic camera para-
meters of the f-th image as a 3x4 matrix fM  the rela-
tionship between 3D coordinate pS  and 2D coordinate 

fpx  is expressed as follows: 

where a is a normalizing parameter. In the above ex-
pression, fpx  is regarded as a coordinate on the ideal 
camera with the focal length of 1 and of eliminated 
radial distortion induced by the lens. In practice, how-
ever, fpx  is the projected position of 
 �fpfpfp vu ˆ,ˆˆ �x  in 
the real image, which is given transferring according to 
the known intrinsic camera parameters including focus, 
aspect, optical center and distortion parameters. This 
transformation from fpx̂ to fpx is applied only to coor-
dinate calculation in the real-time stage regarding 
computational cost, whereas it will be considered pre-
cisely as a part of image dewarping in off-line stage, 
and omitted for simplicity in the rest of this paper. 

Next, the error function used for 3D reconstruction 
is described. In general, the projected position fpx  of 

pS  to the f-th subimage frame does not coincide with 
the actually detected position 
 �fpfpfp vu ..�. ,x , due to 
errors in feature detection, extrinsic camera parameters 
and 3D feature positions. In this paper, the squared 
error fpE  is defined as an error function for the feature 
p in the f-th frame as follows: 

2.2. Real-time Stage for Image Acquisition 

In the real-time stage, extrinsic camera parameters 
are estimated in real-time to show some information 
that helps users in image capturing. First, a user may 
very roughly set the image plane of the camera parallel 
to the target paper. Note that this setting is not labo-
rious for users because it is done only for the first 
frame. This setting is used to calculate initial values for 
the real-time camera parameter estimation. The user 
then starts image capturing with free camera motion.  

As shown in Figure 2, the real-time stage is con-
structed of two iterative processes for each frame. First, 
the extrinsic camera parameter is estimated by tracking 
features (a). A preview image of generating a mosaic 

image and instruction for controlling camera motion 
speed are then shown in the display on the mobile 
computer and updated every frame (b). The following 
describes each process of the real-time stage. 

Step (a): Feature tracking and camera parameter 
estimation.
An iterative process to estimate the extrinsic camera 
parameters and 3D position pS  of each feature point is 
described. This process is an extension of the structure-
from-motion method in [13]. 

In the first frame, assuming that the image plane in 
the first frame is approximately parallel to the target, 
rotation and translation components in fM are set to 
an identity matrix and 0, respectively. For each feature 
point detected in the first frame, its 3D position pS is 
set to 
 �1,, 11 pp vu , based on the same assumption. Note 
that these are only initial values, which will be cor-
rected in the refinement process (Figure 2 (d)).  

In the succeeding frames ( 1�f ), fM is determined 
by iterating the following steps until the last frame. 
Feature point tracking: All the image features are 
tracked from the previous frame to the current frame 
by using a standard template matching with Harris cor-
ner detector [14]. The RANSAC approach [15] is em-
ployed for eliminating outliers. 
Extrinsic camera parameter estimation: Extrinsic 
camera parameter fM  is estimated using the feature 
position 
 �fpfp vu .. , and its corresponding 3D position 


 �pppp zyx ,,�S . Here, extrinsic camera parameters 
are obtained minimizing the error summation � p fpE
w.r.t. 6-DOF elements in fM by the Levenberg-
Marquadt method. For 3D position pS  of the feature  p,
the estimated value in the previous iteration is used. 
3D feature position estimation: For every feature 
point p in the current frame, its 3D position 


 �pppp zyx ,,�S is refined by minimizing the error 
function ��

f

i ipE
1

. In the case of the flat mode, z value 
of the pS is fixed to a constant to improve the accuracy 
of estimated parameters. 
Addition and deletion of feature points: In order to 
obtain accurate estimates of camera parameters, stable 
features should be selected. The set of features to be 
tracked is updated based on the feature reliability [13]. 

Iterating the above steps, extrinsic camera parame-
ters fM and 3D feature positions pS are estimated. 

Step (b): Preview image generation and instruction 
notification for user.
Figure 4 shows displayed information for a user in our 
system. Usually, the user watches the right side win-
dow in the real-time stage. If necessary, the user can 


 � 
 �Tpppf
T

fpfp zyxaavau 1,,,,, M� , (1)

2
fpfpfpE xx .�� . (2)
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check the input subimages and estimated camera path 
on the left side windows. The preview image helps the 
user to confirm a lacking part of the target to be 
scanned. 

 For each frame, the captured subimage is resized to 
a lower resolution and stored to texture memory. Every 
stored texture is dewarped onto the mosaic image plane 
by texture mapping using Eq. (1). The boundary of the 
current frame image is colored in the preview so that 
the user can grasp what part of the target has currently 
been captured.  

 On the other hand, the instruction shown in the bot-
tom of the right window in Figure 4 helps the user to 
control the speed of camera motion. In our system, 
there is appropriate speed for camera motion that is 
shown by an arrow mark in the speed gauge, and it is 
graded as three ranges; “too slow", “appropriate," and 
“too fast." Too fast camera motion causes a worse mo-
saic image quality because the error in camera parame-

ter estimation increases due to tracking errors and 
shortage of tracking span of each feature. In contrast, 
too slow motion consumes computational resources 
redundantly because the number of images increases to 
capture the whole document. To obtain a better result, 
the user controls camera speed so as to keep the arrow 
mark being inside “appropriate" range. In turn, too 
much slanted camera posture, which is still tolerable 
for 3D reconstruction, can cause degradations such as 
irregular resolution and partial defocus blur in a mosaic 
image. The camera pose can also be checked in the 
left-bottom window. 

2.3. Off-line Stage for 3D Reconstruction Re-
finement and Mosaic Image Generation 

 This section describes the 3D reconstruction para-
meter refinement and shape regression, so as to minim-
ize the summation of the error function all over the 
input sequence and feature misalignment from a para-
meterized columnar polynomial surface. First, as 
shown in Figure 2, feature points that reappear in tem-
porally distant frames are homologized (c). Using these 
reappearing features, the 3D reconstruction is refined 
(d). Then, by fitting a curved surface to 3D feature 
points, the target shape is estimated (e). After a few 
iterations of steps (c) to (e), a dewarped mosaic image 
of the target is generated according to the target shape 
and the extrinsic camera parameters (f). Details of 
steps (c) to (f) are described below. 

Step (c): Reappearing feature registration.
Due to the camera motion, the features relatively pass 
though the scope of the frames. Some features reappear 
in the sight after the previous flameout, as shown in 
Figure 5. This step detects these reappearing features, 
and distinct tracks belonging to the same reappearing 
feature are linked to form a single long track. This will 
give tighter constraints among the sequence of camera 
parameters in temporally distant frames, and thus 
makes it possible to reduce the cumulative errors 
caused by sequential camera scanning. 

Reappearing features are detected by examining the 
similarity of the patterns among features belonging to 
distinct tracks. The problem here is that even if two 
patterns belong to the same feature on the target, they 
can have different appearance due to perspective dis-
tortion. To remove this effect, first, templates of all the 
features are projected to the fitted surface (described 
later). Next, feature pairs whose distance in 3D space is 
less than a given threshold are selected and tested with 
the normalized cross correlation function. If the corre-

Figure 4. User Interface for real-time stage. Left-
top: input image and tracking feature point. Left-
bottom: temporarily estimated camera path and 
posture. Right: preview of ongoing mosaicing pre-
view and speed indicator of camera motion. 

(a)                       (b)               (c)              (d) 

Figure 5. Registrations of reappearing features. (a) 
Camera path and 3D feature position. (b) Two 
temporally distant frames sharing part of scope. (c) 
Templates of the corresponding features. (d) Tem-
plates in which perspective distortion is corrected. 
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lation is higher than a certain threshold, the feature pair 
is regarded as reappearing features. Note that in the flat 
mode, the shape of the target is simply assumed as a 
plane. When the system works in the curved mode, this 
step is skipped at an initial iteration of steps (c) to (e) 
because surface parameters have not been estimated at 
the first iteration. 

Step (d): Refinement of 3D reconstruction.
Since the 3D reconstruction process described in Sec-
tion 2.2 is an iterative process, its result is subject to 
cumulative errors. In this method, by introducing a 
bundle-adjustment framework [16], the extrinsic cam-
era parameters and 3D feature positions are globally 
optimized so as to minimize the sum of re-projection 
errors, which is given as follows: 

As for reappearing features, all the tracks belonging to 
the same reappearing feature are linked, and treated as 
a single track. This enables the extrinsic camera para-
meters and 3D feature positions to be optimized, main-
taining consistency among temporally distinct frames. 

Step (e): Target shape estimation by surface fitting.
In this step, assuming the curvature of the target lies 
along one direction, the target shape is estimated using 
3D point clouds optimized in the previous step (d).  
Note that this stage is skipped in the case of the flat 
mode. First, the principal curvature direction is com-
puted from the 3D point clouds as shown in Figure 6. 
Next, the 3D position of each feature point is projected 
to a plane perpendicular to the direction of minimum 

principal curvatures. Finally, a polynomial equation of 
variable order is fitted to the projected 2D coordinates, 
and the target shape is estimated. 

 Let us consider for each 3D point pS  a point cloud 
pR  that consists of feature points lying within a cer-

tain distance from pS . First, the directions of maxi-
mum and minimum curvatures are computed for each 

pR  using local quadratic surface fit. For a target 
whose curve lies along one direction, as assumed in 
this paper, the minimum principal curvature must be 0, 
and its direction must be the same for all the feature 
points. In practice, however, there exists some fluctua-
tion in the directions of minimum curvature, due to the 
estimation errors. Thus, a voting method is applied to 
eliminate outliers and the dominant direction 


 �Tmzmymx vvv ,,min �V  of minimum principal curvatures 
for the whole target is determined. 

Next, 3D position pS  for each feature point is pro-
jected to a plane whose normal vector N  coincides 
with minV i.e. 
 � 0,, ���� zvyvxvzyxP mzmymx . The 
projected 2D coordinates 
 �pp yx ,  of pS  is given as 
follows: 

where 1V  is a unit vector parallel to the principle axis 
of inertia of the projected 2D coordinates 
 �yx, , and 

2V  is a unit vector that is perpendicular to 1V  and 
minV , i.e. NVV �� 12 .
Finally, the target shape parameter 
 �maa ,,1 �  is 

obtained by fitting the following variable-order poly-
nomial equation to the projected 2D coordinates 
 �yx, .

Here, the optimal order m in the above equation is au-
tomatically determined by using geometric AIC [17].  

 In the case where the target is composed of mul-
tiple curved surfaces, e.g. the thick bound book shown 
in Figure 1(a), the target is first divided with a line 
where the normal vector of the locally fitted quadratic 
surface varies discontinuously, and then the shape pa-
rameter is computed for each part of the target. The 
estimated shape is used for generating a dewarped mo-
saic image in the next process, as well as for removing 
the perspective distortion in the reappearing feature 
detection process (Figure 2(c)). 

Step (f): Mosaic Image Generation.
 Finally, a mosaic image is generated using extrinsic 
camera parameters and surface shape parameters. The 
super-resolution and shading correction are imple-
mented here regarding coordinate transformation be-

���
f p

fpall EE . (3)

Figure 6. Polynomial surface regression for target 
shape approximation 
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low. Let us consider a 2D coordinate 
 �nm,  on the 
dewarped mosaic image, as shown in Figure 6. The 
high-definite pixel value at 
 �nm,  on the dewarped 
mosaic image is estimated from the intrinsic pixel val-
ues at all the corresponding coordinates 
 �ff vu ,  in the 
input subimage [11,12]. 

The relation between 
 �nm,  and its corresponding 
3D coordinate 
 �
 �zxfx ,,  on the fitting surface is giv-
en as follows: 

The coordinate 
 �
 �zxfx pp ,,  is transferred to the 
corresponding 2D coordinate 
 �ff vu ,  on the f-th im-
age plane by the following equation. 

Assumption of the flat target shape (flat mode) sim-
plifies these as planar perspective transformations. 

3. Experiments 

We have developed a video mosaicing prototype 
system that consists of a mobile PC (Pentium-M 1. 
2GHz, Memory 1GB) and a USB web-cam. The ap-
pearance of the prototype system has been shown in 
Figure 3. In our system, a user starts image capturing, 
referring the monitor of mobile computer. The real-
time stage for image capturing is automatically fi-
nished when a video buffer becomes full. Experiments 
have been carried out for flat and curved documents. In 
these experiments, the intrinsic camera parameters are 
calibrated in advance by Tsai’s method [18], and are 
fixed throughout image capturing. Note that in the cur-
rent version of the prototype system, the curved mode 
is not implemented on the mobile system. Thus, the 
latter experiment for the curved surface is carried out 
by using a desktop PC (Xeon 3.2GHz, Memory 2GB), 
and the initial camera parameter estimation is 
processed offline after image capturing using an IEEE 
1394 web-cam. Experimental results chiefly focused 
on 3D reconstruction are shown below. 

3.1. Flat target 

 As shown in Figure 7, a flat target document is cap-
tured as 150 frame images of 640x480 pixels at 6 fps 
with initial camera parameter estimation. Image fea-
tures tracked in the real-time stage are depicted with 

cross marks. Note that none of the input image planes 
are parallel to the target document. Figure 8 illustrates 
estimated extrinsic camera parameters and feature po-
sitions on the mosaic image plane. The curved line 
shows the estimated camera path and pyramids show 
the camera postures every 10 frames. The generated 
mosaic image is shown in Figure 9. We can confirm 
that the slanted effect is correctly removed in the final 
mosaic image by comparing the result with the homo-
graphy-based result shown in Figure 1(b) where the 
same input images and the same feature trajectories 
with this experiment were used. Although the target 
paper is not perfectly flat, there are no apparent distor-
tions in the final mosaic image. The performance of the 
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Figure 9. Reconstructed mosaic image. 

Figure 7. Input subimage samples and tracked fea-
tures for flat target. 

(a) Top view                             (b) Side view 
Figure 8. Estimated extrinsic camera parameter and 
3D feature distribution for flat document. 
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prototype system for this sequence is as follows: 6 fps 
for image acquisition and initial parameter estimation 
with preview of mosaicing, 17 seconds for camera pa-
rameter refinement, and 39 seconds for generating the 
final mosaic image. 

 3.2. Curved target 

 An example of curved documents used in experi-
ments is shown in Figure 10. The target is composed of 
2 pages of curved surfaces: one page with texts and the 
other with pictures and figures. The target is captured 
with a web-cam as a video of 200 frames at 7.5 fps, 
and is used as an input to our system. Sampled frames 
of the captured video are shown in Figure 11. Tracked 
feature points are depicted with cross marks. The 3D 
reconstruction result obtained by the proposed method 
is shown in Figure 12. The curved line shows the cam-
era path, pyramids show the camera postures every 10 
frames, and the point cloud shows 3D positions of fea-
ture points. As can be seen, the point cloud coincides 
with the shape of the thick bound book. The shape of 
the target is estimated after 3 time iterations of reap-
pearing feature detection and the surface fitting process. 
The estimated shape of the target is shown in Figure 13. 
In the proposed method, the optimal order of the poly-
nomial surface fitted to the target is automatically de-

termined by geometric AIC. In this experiment, the 
order is 5 and 4 for the left and right pages, respective-
ly. The dewarped mosaic images before and after sha-
dow removal are shown in Figure 14(a) and (b), re-
spectively. As can be seen, the distortion on the target 
has been removed in the resultant image. The perfor-
mance of the system on the desktop PC for this se-
quence is as follows: 27 seconds for initial 3D recon-
struction, 71 seconds for camera parameter refinement, 
and 113 seconds for generating the final mosaic image. 
Some other mosaicing results for curved targets are 
shown in Figure 15. 

Figure 13. Estimated shape. 

     1st frame        66th frame      123rd frame    200th frame
Figure 11. Input subimage samples for curved target.

(a) Front view                          (b) Side view 
Figure 12. Estimated extrinsic camera parameter 
and 3D feature distribution for curved document. 

Figure 10. Curved target. 

(a) Before shading removal 

(b) After shading removal 
Figure 14. Reconstructed mosaic image. 
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4. Conclusion 

A novel video mosaicing method for generating a 
high-resolution and distortion-free mosaic image for 
flat and curved documents has been proposed. With 
this method based on 3D reconstruction, the 6-DOF 
camera motion and the shape of the target document 
are estimated without any extra devices. In experi-
ments, a prototype system of mobile video mosaicing 
has been developed and has been successfully demon-
strated. For a flat target, a mosaic image without the 
slanted effect is successfully generated. Although the 
curved mode has not yet been implemented on the cur-
rent version of mobile system, we have shown the off-
line result for curved documents generated by desktop 
PC. In the curved mode, assuming the curve of the 
target lies along one direction, the shape model is fitted 
to the feature point cloud and a dewarped image with-
out shadow is automatically generated. Our future 
work involves reducing the computational cost in the 
curved mode and improving the accuracy of 3D recon-
struction around the inner margin of a book. 
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(a)  Poster on a round pillar 

�
 (b)  Bottle label 

Figure 15. Mosaicing result examples. Left: target 
appearances. Right: reconstructed images. 
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